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Wetherick 1962). Confirmation bias may arise from a 
fundamental tendency of human beings to use reason 
for the purposes of persuading others and winning 
arguments (Mercier and Sperber 2011). 

Recent research has shown that cultural and polit-
ical outlooks affect how individuals interpret data. 
Kahan and others (2013) present respondents with two 
versions of identical data—one framed in the context 
of a study on the effectiveness of a skin cream, the 
other on the effectiveness of gun control laws. Respon-
dents are randomly assigned to one of the two frames. 
The study assesses the numeracy of respondents, as 
well as their cultural and ideological outlooks. The 
authors find that for the case of skin cream, as might 
be expected, the likelihood of correctly identifying the 
answer supported by the data goes up as numeracy 
increases and is not affected by cultural and political 
outlooks. However, in the case of gun control laws, 
respondents are more likely to get the right answer 
when that answer corresponds to their cultural views 
than when it does not. Moreover, when the answer in 
the gun control law framing is consistent with ideol-
ogy, numeracy helps (by boosting the odds of getting 
the answer right), but when the answer is inconsistent 
with ideology, numeracy has minimal impact. On top-
ics that are important for social and political identity, 
individuals tend to engage in motivated reasoning, the 
tendency to arrive at conclusions they like. 

To see if cultural cognition of this kind affects 
development experts, and not only the general pop-
ulation used in the study by Kahan and others (2013), 
the WDR 2015 team implemented a very similar test by 
surveying World Bank staff.1 The team replicated the 
skin cream (neutral) frame, but replaced the gun con-
trol law frame with one about the impact of minimum 
wage laws on poverty rates—a controversial topic 
among development economists, whose views on the 
issue appear to be related to broader disciplinary and 
political identities. 

Using a sample of professional-level World Bank 
staff, stationed both in country offices and the Wash-
ington, D.C., headquarters, the team found that respon-
dents are significantly less accurate when interpreting 
data on minimum wage laws than when interpreting 
data on skin cream (figure 10.1), even though the data 
presented are identical in each scenario. The differ-
ences in accuracy are not explained by differences in 
cognitive ability or seniority. As in the study by Kahan 
and others (2013), there is, however, evidence of a rela-
tionship between ideology and accuracy. Respondents 
were asked whether they were more likely to support 
the statement “Incomes should be made more equal” 
or the statement “We need larger income differences 

frame, 75 percent of World Bank staff respondents 
chose certainty; in the loss frame, only 34 percent did. 
Despite the fact that the policy choices are equivalent, 
how they were framed resulted in drastically different 
responses.

Faced with complex challenges, development 
agencies seek to bring a measure of uniformity and 
order through the widespread application of standard 
management tools—a process Scott (1998) calls “thin 
simplification.” This approach brings its own potential 
for error in the opposite direction, as discussed later in 
this chapter. 

One promising strategy for constructively address-
ing complexity stems from the work of Weick (1984), 
who proposes breaking down seemingly intractable 
issues into more discrete problems, thereby gen-
erating an incremental set of “small wins.” Argyris 
(1991) extends this insight to stress the importance, 
for organizations, of a kind of learning in which not 
only the means used but also the ends sought and 
strategies employed are reexamined critically; that 
effort entails learning not only from success but also 
from failure. More recent work by Andrews, Pritchett, 
and Woolcock (2013) proposes incorporating such an 
approach more systematically into development oper-
ations. Rather than trying to grapple with problems at 
higher orders of abstraction or defining problems as 
the absence of a solution (for example, inadequately 
trained teachers), decision makers instead are urged to 
pursue a concerted process of problem identification: 
the most basic step is to identify the problem correctly. 
Then development professionals can work incremen-
tally with counterparts to define a problem such that 
it becomes both an agreed-upon binding constraint to 
reaching a certain set of goals and a manageable chal-
lenge that allows for some initial progress (for exam-
ple, enhancing student learning in the classroom).

Confirmation bias
When development professionals engage with proj-
ects and other development problems, they bring with 
them disciplinary, cultural, and ideological priors, leav-
ing them susceptible to confirmation bias. Confirmation 
bias refers to the selective gathering of (or the giving of 
undue weight to) information in order to support a pre-
viously held belief (Nickerson 1998) and to the neglect 
(or discounting) of information that does not support 
those previously held beliefs. It arises when individu-
als restrict their attention to a single hypothesis and 
fail to actively consider alternatives (Fischhoff and 
Beyth-Marom 1983). Once a particular hypothesis has 
been accepted, individuals selectively look for informa-
tion to support it (see, among others, Wason 1960, 1977; 
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cially, to evaluate critically the arguments that others 
make. By creating argumentative and deliberative 
environments, organizations can reduce the risk of 
confirmation bias. Crucially, these processes require 
exposing people to individuals with different view-
points. Discussions among people who share similar 
views can lead them to become more extreme in their 
positions, as Schkade, Sunstein, and Hastie (2010) have 
shown. In those circumstances, hearing from others 
only confirms the biases that people hold. The failure 
to confront individuals with differing views can lead 
to consistently biased decision making (box 10.1).

In short, group deliberation among people who 
disagree but who have a common interest in the truth 
can harness confirmation bias to create “an efficient 
division of cognitive labor” (Mercier and Sperber 2011). 
In these settings, people are motivated to produce the 
best argument for their own positions, as well as to 
critically evaluate the views of others. There is sub-
stantial laboratory evidence that groups make more 
consistent and rational decisions than individuals and 

are less “likely to be influenced by biases, cognitive 
limitations, and social considerations” (Charness and 
Sutter 2012, 158). When asked to solve complex reason-
ing tasks, groups succeed 80 percent of the time, com-
pared to 10 percent when individuals are asked to solve 
those tasks on their own (Evans 1989). By contrast, 
efforts to debias people on an individual basis run up 
against several obstacles, including the problem that 
critical thinking skills appear to be domain specific 
and may not generalize beyond the particular exam-
ples supplied in the debiasing efforts (Willingham 
2007; Lilienfeld, Ammirati, and Landfeld 2009). Indeed, 
when individuals are asked to read studies whose 
conclusions go against their own views, they find so 
many flaws and counterarguments that their initial 
attitudes are sometimes strengthened, not weakened 
(Lord, Ross, and Lepper 1979). 

as incentives for individual effort.” Respondents sup-
porting income equality were significantly less accu-
rate when the data presented showed that minimum 
wage laws raise poverty rates than they were when 
minimum wage laws were shown to lower poverty 
rates. This study illustrates that ideological outlooks 
affect the reasoning of highly educated development 
professionals. Like most people, they tend to come up 
with reasons for why the evidence supports their own 
ideological commitments. 

What can be done to overcome confirmation bias? 
One of the best ways is to expose people to opposing 
views and invite them to defend their own. Individuals 
readily argue and defend their views when exposed to 
opposition, but in the absence of a social setting that 
forces them to argue, individuals usually fall back on 
their prior intuitions. Social settings can motivate 
people to produce more effective arguments and, espe-

Source: WDR 2015 team survey of World Bank staff. 

Figure 10.1 How development professionals 
interpreted data subjectively

Identical sets of data were presented to World Bank staff, but 
in different frames. In one frame, staff were asked which of two 
skin creams was more effective in reducing a rash. In the other, 
they were asked whether or not minimum wage laws reduce 
poverty. Even though the data were identical, World Bank 
respondents were significantly less accurate when considering 
the data for minimum wage laws than for skin cream. Views on 
whether minimum wage laws lower poverty tend to be related 
to cultural and political outlooks. Respondents supporting 
income equality were significantly less accurate when the data 
presented conflicted with their outlooks (and showed that 
minimum wage laws raise poverty rates) than they were when 
the data corresponded to their outlooks (and showed that 
minimum wage laws lower poverty rates).
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Because the decisions of development 
professionals often can have large effects 
on other people’s lives, it is especially 
important that mechanisms be in place 
to check and correct for their biases and 
blind spots.
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Even the best-trained, most experienced, and seemingly impartial pro-
fessionals can make systematically biased decisions. In a comprehensive 
empirical analysis of major sports leagues, with important implications 
for other professional arenas, Moskowitz and Wertheim (2011) find that 
in all such sports, and especially during critical moments (for example, 
at the end of close championship games), referees consistently favor 
the home team. Even though the referees in such games are the best 
available—and, significantly, sincerely believe themselves to be utterly 
impartial in performing their duties in all circumstances—they nonethe-
less make decisions that give the home team a clear advantage. At the 
end of soccer games, for example, referees have discretionary authority 
to add a few extra minutes corresponding to the amount of time lost 
due to injuries and substitutions; they routinely add more time when the 
home team is behind and less time when it is ahead. Similarly, in the final 
innings of championship baseball games, marginal calls on whether par-
ticular pitches are called as strikes or balls are made in favor of the home 
team. Under pressure, in other words, even the best professionals make 
demonstrably biased decisions. Why is this? Does this process play out in 
public policy? If so, what can be done about it?

Notionally independent experts make consistently biased decisions at 
decisive moments because they want to appease the passions—most 
especially, to avoid the wrath—of those closest to them, Moskowitz and 
Wertheim (2011) conclude. Put differently, the home team advantage 
stems not so much from home team players being more familiar with  
the idiosyncrasies of their environment or the extra effort players make 
in response to being cheered on by their more numerous and vocal 
supporters, but from those same supporters exerting pressure on other-
wise impartial officials to make fine, but deeply consequential, judg-
ment calls in their favor. No one wants to incur the displeasure of those 
around them.

This dynamic goes a long way toward explaining the failure of other-
wise competent and experienced regulatory officials in public finance to 
adequately anticipate and respond to the global financial crisis of 2008, 
Barth, Caprio, and Levine (2013) argue. In this case, the “home team” 
is—or became, over time—the private sector banks and allied financial 
industries, whose senior officials move in a “revolving door” between the 
highest levels of the public and private sectors (for example, between 
the U.S. Federal Reserve and Goldman Sachs). In social circles and pro-
fessional gatherings, the people public officials thus most frequently 
encountered—the people whose opinions were most proximate and 
salient to these officials—were those from the private sector. Without 
needing to question the professional integrity or competence of financial 
sector regulators, the public interest—and in particular, ordinary citizens 
whose transactions depend on the security and solvency of the banks 
holding their deposits and mortgages—became, in effect, the perpet-
ual “away team,” with no one adequately voicing and protecting their 
interests. When the pressure intensified—when the system started to 
implode—only the home team continued to get the key calls.

These types of problems cannot be adequately addressed by providing 
“more training” or “capacity building” for individuals, since this research 
shows compellingly that even the “best and brightest” favor the “home 
team,” however that team comes to manifest itself. A partial solution in 
professional sports, at least, has been the introduction of instant replay, 
which has been shown empirically to improve the objective decision mak-
ing of referees: when referees know their actions are subject to instant 
and public scrutiny, often from multiple angles, their bias for the home 
team markedly declines. This chapter later presents approaches in which 
development professionals might learn to view topics from multiple 
angles and in which they, as well as others, examine and observe one 
another, thus exposing and mitigating ingrained biases. 

Box 10.1 �The home team advantage: Why experts are consistently biased

plans can be made more effective before resources are 
wasted. Red teams are institutionally distinct from 
the policy makers themselves, which creates space for 
more candor and critique. This approach has already 
moved beyond military planning and into general 
government use, particularly for vulnerability analy-
sis. Red teaming encourages a culture of perspective 
taking and independent adversarial analysis as part of 
a stakeholder assessment.

This approach is broadly similar to the long-standing 
work of Fishkin (2009), who has sought to use open 
deliberative forums (citizens’ juries) to help citizens 
come to greater agreement (if not consensus) on oth-
erwise polarizing issues. In his forums, citizens with 
different initial views on controversial issues, such 
as migration and regional trade agreements, are ran-
domly assigned to groups where they receive presenta-
tions by leading researchers on the empirical evidence 
in support of varying policy positions. Participants 
are encouraged to pose questions to presenters and to 

Red teaming is an approach to fighting confirma-
tion bias that has been a standard feature of modern 
military planning. In red teaming, an outside team 
challenges the plans, procedures, capabilities, and 
assumptions of commanders in the context of partic-
ular operational environments, with the goal of taking 
the perspective of partners or adversaries. This process 
is institutionalized in some military organizations.2 
Teams specialize in challenging assumptions. The goal 
is to avoid “groupthink,” uncover weaknesses in exist-
ing plans and procedures, and ensure that attention 
is paid to the context. It draws on the idea that indi-
viduals argue more effectively when placed in social 
settings that encourage them to challenge one another. 

In a development context, while there may not be 
adversaries, there are often a variety of stakeholders, 
each of whom comes with a different set of mental 
models and potentially different goals and incentives. 
Institutionalizing teams that review plans in an explic-
itly argumentative manner offers a greater chance that 
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been made (Arkes and Blumer 1985). To stop a project 
is to acknowledge that past efforts and resources have 
been wasted; thus the bias may arise from the cultural 
admonition not to appear wasteful (even though, par-
adoxically, continuing a project that is questionable 
may incur needless costs). Actors less concerned with 
appearing wasteful, such as children and nonhuman 
animals, do not exhibit sunk cost bias (Arkes and 
Ayton 1999). Examples in the field of engineering illus-
trate particularly well an escalating commitment to a 
“failing course of action,” where individuals continue 
to support a project and cite sunk costs as the major 
reason for doing so (Keil, Truex, and Mixon 1995). The 
implications of this line of research are that policy mak-
ers are particularly sensitive to policies already put in 
action. Being held politically accountable for risk tak-
ing explains some of the sunk cost effects, particularly 
the reluctance to experiment and try new ideas. 

The WDR 2015 team investigated the susceptibility 
of World Bank staff to sunk cost bias. Surveyed staff 
were randomly assigned to scenarios in which they 
assumed the role of task team leader managing a five-
year, $500 million land management, conservation, 
and biodiversity program focusing on the forests of 
a small country. The program has been active for four 
years. A new provincial government comes into office 
and announces a plan to develop hydropower on the 
main river of the forest, requiring major resettlement. 
However, the government still wants the original proj-
ect completed, despite the inconsistency of goals. The 
difference between the scenarios was the proportion of 
funds already committed to the project. For example, 
in one scenario, staff were told that only 30 percent 
($150 million) of the funds had been spent, while in 
another scenario staff were told that 70 percent ($350 
million) of the funds had been spent. Staff saw only 
one of the four scenarios. World Bank staff were asked 
whether they would continue the doomed project by 
committing additional funds.   

While the exercise was rather simplistic and clearly 
did not provide all the information necessary to make a 
decision, it highlighted the differences among groups 
randomly assigned to different levels of sunk cost. As 
levels of sunk cost increased, so did the propensity 
of the staff to continue. The data show a statistically 
significant linear trend in the increase in likelihood 
of committing remaining funds. Staff also perceived 
their colleagues as being significantly more likely to 
continue to commit the remaining funds to the dying 
project (figure 10.2). This divergence between what 
individual staff say about their own choices and what 
they say about how other staff will behave is consis-
tent with the existence of a social norm for disbursing 
funds for a dying project. 

explore the finer points through discussion with one 
another. Fishkin’s approach, which has been carried 
out in dozens of different country contexts on differ-
ent policy issues, has been used to help citizens arrive 
at more informed and reasoned views and to reduce 
the degree of polarization between competing policy 
viewpoints.

Note that these approaches differ from standard 
peer review processes in development organizations. 
For the most part, those who prepare concept notes, 
appraisal documents, or program assessments are 
allowed to nominate their peer reviewers, thereby 
infusing the entire process with a susceptibility to 
confirmation bias. Authors will inevitably select sym-
pathetic like-minded colleagues to review their work, 
who in turn not only are likely to assess the work 
through a similar lens but also know that, in time, the 
roles are likely to be reversed. The risk of confirmation 
bias could be reduced by including at least one “double- 
blind” peer reviewer in the assessment process: that is, 
a person drawn at random from an appropriate pool 
of “knowledgeable enough” reviewers, whose iden-
tity would remain anonymous and who (in principle) 
would not know the name(s) of the author(s) of the 
work he or she is assessing. 

A final and related option is to require a stronger 
empirical case to be made up front about the likely 
impacts of the proposed intervention, following from 
a clearly stated theory of change. Such a process would 
need to make a serious effort to integrate—and where 
necessary reconcile—evidence pointing in different 
directions (see Ravallion 2011). Agencies and devel-
opment institutions like the World Bank should be 
exercising due diligence in this domain by engaging 
in a more robust debate with scholarly findings, where 
such findings exist. However, this approach should not 
imply that the only proposals allowed to go forward 
are those formally and unambiguously verified by 
elite research. In addition to questions concerning the 
external validity of studies, this approach would bias 
development projects toward areas in which it is easier 
to conduct high-impact research. It would also stifle 
innovation (which by definition has uncertain impacts 
initially) and set unreasonable standards for function-
ing in the contexts in which most development work 
takes place. Nor should this approach imply that par-
ticular methodologies are inherently privileged over 
others when determining “what works” (or is likely to 
work in a novel context or at a larger scale). 

Sunk cost bias
Policy makers can also be influenced by the sunk cost 
bias, which is the tendency of individuals to continue 
a project once an initial investment of resources has 



186 WORLD DEVELOPMENT REPORT 2015

How might organizations mitigate sunk cost effects? 
The basic principle is to avoid the judgment that to cut 
off a dying project is to waste resources. When indi-
viduals can justify why they have “wasted” resources, 
they are less likely to be trapped by sunk costs (Soman 
and Cheema 2001). It can be easier to justify cutting 
off a project when there are no untoward career con-
sequences for doing so and when criteria for ending a 
project are clear and public. For development organiza-
tions, there are important implications from recogniz-
ing that development is complex, that many projects 
will fail, and that learning is as important as investing. 

The effects of context on 
judgment and decision making
The biases policy makers themselves may hold about 
the population they are intending to serve are also 
very important. When designing policies appropriate 
for a target group, policy makers must make some 
assumptions about this group. At a basic level, know-
ing whether the group’s literacy rate is low or high will 
guide the design of policies (for example, road safety 
signs may use numbers and pictures rather than 
letters if some drivers in the group cannot read). Less 
intuitively, knowing how poor people’s labor supply 
would change in response to a transfer is useful in 

choosing between welfare-oriented and labor-oriented 
approaches to combating poverty. Most fundamentally, 
to take a policy stance, policy makers must have some 
knowledge about the decision context that exists in the 
population. In the absence of knowledge or objective 
interpretation of that knowledge, automatic thinking, 
as well as thinking unduly influenced by social context 
and cultural mental models, may prevail. 

In this regard, designing and implementing poli-
cies combating poverty are difficult in three respects. 
First, most policy makers have never been poor and 
thus have never personally experienced the psycho-
logical and social contexts of poverty or scarcity (see 
chapter 4); as a result, their decision-making processes 
may differ from those of people living in poverty. An 
example of this gap is how development profession-
als, like other well-off people, think about trade-offs 
between time and money. The poor often exhibit more 
classically rational behavior when it comes to making 
such trade-offs, as Mullainathan and Shafir (2013) have 
argued. When presented with an option to save $50 
on a $150 purchase by driving 45 minutes, a poor per-
son would take the option. He or she would also take 
the option for a $50 savings on higher-priced goods. 
Wealthier people, however, tend to be less inclined to 
save $50 as the base price goes up. Although the deal is 
always the same—$50 for 45 minutes—the percentage 
discount goes down. The wealthy respond to the dis-
count rate, whereas the poor respond to the absolute 
value of the monetary savings. 

The WDR 2015 team replicated this result with 
World Bank staff. In this experiment, respondents were 
randomly assigned to one of three different prompts. 
In each prompt, the basic setup was identical: a $50 
savings in exchange for a 45-minute drive. However, 
the only piece of information that changed was the 
price of the object (in this case, a watch). As the price of 
the watch increased (that is, the discount rate dropped), 
World Bank staff were significantly less likely to report 
traveling to the store. Staff valued time and money dif-
ferently from the way the people whose lives they were 
working to improve valued them. No income groups  
in Nairobi, Kenya, who were asked this question 
changed their answers when the price of the object  
(in this case, a cell phone) increased (see spotlight 3). 

Second, even the most well-intentioned and 
empathic policy maker is a representative of an organi-
zation and a professional community that deploy par-
ticular language, assumptions, norms, and resources. 
These may be so familiar to policy makers that they are 
unaware of how alien they may appear to outsiders 
and those they are ostensibly trying to serve. Develop-
ment initiatives and discourse are replete with phrases 

Source: WDR 2015 team survey of World Bank staff.

Figure 10.2 How World Bank staff viewed sunk costs

World Bank staff were asked if they would commit remaining funds to a dying 
project. Staff were more likely to commit additional funds as the sunk costs 
increased. They also perceived their colleagues as being more likely to commit 
funds than they themselves were, which is consistent with the existence of a 
social norm for disbursing funds for a dying project.
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the coherence, effectiveness, and legitimacy of those 
prevailing systems.

What can be done to close the gap between the 
mental models of development professionals and the 
“beneficiaries” of their “interventions”? Lessons from 
the private sector may be useful. Consider the high-
technology sector, where experts attempt to create com-
plex products for “typical” consumers. Since designers 
in this industry have very specific training and are 
constantly immersed in the world of product design, 
the lens through which they view the world is often 
quite different from that of a common user who lacks 
knowledge of the theoretical principles and necessary 
trade-offs guiding design processes. Moreover, design-
ers spend countless hours with their products, while 
users encounter them only when they are trying to sat-
isfy some particular need. The result can be substantial 
underutilization of otherwise highly capable products 
and programs (such as all the buttons on remote control 
devices to operate televisions) or, at worst, abandon-
ment in the face of a futile, frustrating experience.

One approach to meeting this challenge is known in 
the software industry as dogfooding. This expression 
comes from the colloquialism, “Eat your own dog food”; 
it refers to the practice in which company employees 

espousing the virtues of “participation,” “empower-
ment,” and “accountability,” for example, but as articu-
lated by development practitioners, these concepts 
largely reflect the sensibilities of donor agencies and 
urban elites (Gauri, Woolcock, and Desai 2013), who 
tend to use them in confined ways. These may be dif-
ferent from how prevailing systems of order and 
change are experienced in, say, a given village in rural 
Ghana or Indonesia (Barron, Diprose, and Woolcock 
2011). Even among professionals, academic researchers 
take it as a given that development policy should be 
“evidence-based,” and on this basis they proceed to 
frame arguments around the importance of conduct-
ing “rigorous evaluation” to assess the “effectiveness” 
of particular interventions. In contrast, seasoned prac-
titioners tend to regard evidence as one factor among 
many shaping what policies become politically sup-
portable and implementable and thus, on the basis of 
these latter criteria, are deemed “effective” (box 10.2).

Third, development policy makers and profession-
als usually are not familiar with the mental models and 
mindsets that poor people use. Policy makers are likely 
to live in different places from the poor, to send their 
children to different schools, to receive medical treat-
ment in different hospitals, to travel on different modes 
of transport, and to have much stronger incentives to 
socialize with and listen to those who are more likely 
to be able to support their policy agenda and political 
career. One constructive response to this problem has 
been “village immersion” programs, in which senior 
officials commit to living the lives of their constituents 
for a week, working alongside them and eating in their 
houses, the better to experience firsthand what spe-
cific problems they encounter (Patel, Isa, and Vagneron 
2007). In a broader sense, the widening inequality in 
society makes it less likely that people from different 
walks of life will encounter one another, even inhabit 
the same “moral universe” (Skocpol 1991; World Bank 
2005), rendering the preferences and aspirations of 
marginalized groups even more marginal. The result-
ing difference in mindsets between rich and poor can 
manifest itself in very concrete ways (box 10.3).

Development professionals usually interpret the 
local context as something that resides “out there” in 
developing countries—as something that policy mak-
ers and practitioners should “understand” if they are to 
be effective. Taking local contexts seriously is crucial 
(Rao and Walton 2004). Development professionals 
must be constantly aware that development program-
ing cannot begin from scratch. Every human group has 
a system of some kind already in place for addressing 
its prevailing challenges and opportunities. The intro-
duction of development projects can bolster or disrupt 

An agricultural modernization program initiative in Lesotho provides an illustra-
tion of widely divergent views of value between development professionals and 
the local populace. In this landlocked nation, development professionals saw the 
country’s grasslands as one of the few potentially exploitable natural resources 
and its herds of grazing animals as a “traditional” practice ripe for transformation 
by a “new” modern economy. Necessary changes, planners believed, included 
controlled grassland use, new marketing outlets for surplus animals, and more 
productive breeds. This seems straightforward enough from an economic point 
of view. But within a year of the land being fenced off for the exclusive use of 
more “commercially minded” farmers, the fence was cut, the gates had been 
stolen, and the land was being freely grazed by all. Moreover, the association 
manager’s office had been burned down, and the program officer in charge was 
said to be in fear for his life. What happened here? 

The mental models of the development professionals regarding the “value”  
of various agricultural practices failed to take account of unique but critical 
features of the Lesotho economy. Planners viewed animals as simple commod-
ities. But community members saw them very differently. Grazing animals were 
excluded from the otherwise modern and highly monetized economy, carrying 
an intrinsic value of their own that was embedded within a very different set of 
rules—sometimes referred to as “the bovine mystique”—that prioritized owning 
cattle over cash.

Source: Ferguson 1994.

Box 10.2 A clash of values between development 
professionals and the local populace: Agricultural 
reform in Lesotho
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As part of the research for this Report, data were collected both from 
development professionals within the World Bank and from individuals in 
the bottom, middle, and top thirds of the wealth distribution in the capital 
cities of selected developing countries (Jakarta, Indonesia; Nairobi, Kenya; 
and Lima, Peru). The data reveal a large gap between how development 
professionals perceive the context of poverty and how the bottom third 
views it. In the three figures that follow, this difference can be seen clearly 
in three distinct areas crucial to development: whether the bottom third 
thinks of themselves as having control over their lives (figure B10.3.1, 
panel a), how helpless they feel in dealing with the problems in their 
life (panel b), and their knowledge about health services (their attitudes 
toward vaccinations, for example) (panel c). 

Panels a and b reveal a large disparity between how development 
professionals believe poor individuals (bottom third) will answer these 
questions and how poor individuals in fact answered them. Development 
professionals imagine that poor individuals are very different from 
themselves in their self-perceptions, but in fact they are not. In all cases, 
responses by the bottom and by the middle and top thirds of the income 
distribution are similar. However, development professionals believe there 
is a large disparity between the poor and the rest and see themselves as 
closer to the upper-level groups than to poor individuals. 

In another area, development professionals imagine poor individuals 
to be much more suspicious of vaccines than they actually are (panel c).  
In each instance, the responses of poor individuals are very close to 

those of the rest of the population. This finding suggests that develop-
ment professionals assume that poor individuals are less autonomous, 
less responsible, less hopeful, and less knowledgeable than they in fact 
are. These beliefs about the context of poverty shape policy choices. It is 
important to check these beliefs against reality.

Box 10.3 �It may be difficult for development professionals to accurately predict the views of poor people 

a. Control of the future
Survey question: What happens to me in the future mostly depends 
on me.

Source: WDR 2015 team survey data.
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b. Helplessness in dealing with life’s problems 
Survey question: I feel helpless in dealing with the problems of life.
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c. The dangers of vaccines
Survey question: Vaccines are risky because they can cause sterilization.
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Figure B10.3.1 How World Bank staff predicted the views 
of poor people
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Conclusion
This chapter has sought to explain why good people can 
make bad decisions. More specifically, it has sought to 
document four different ways in which development 
professionals can make consequential mistakes even 
when they are diligent, sincere, technically competent, 
and experienced. Largely because of the organizational 
imperatives within which they and their counterparts 
operate and the primary reference groups with which 
they associate most frequently—and thus whose 
approval they covet (or whose opprobrium they seek to 
avoid)—such professionals can consistently contribute 
to outcomes biased against those on whose behalf they 
are working. 

In this sense, development professionals, like 
professional people everywhere, are likely to make 
decisions that favor certain groups over others. In 
the development context—where knowledge, status, 
and power differentials are rife—this often means 
that disadvantaged groups face additional hurdles 
to getting their voices heard, their concerns heeded, 
and their aspirations realized. Although these biases 
cannot be fully eliminated, being aware of their pres-
ence, their consequences, and the mechanisms and 
incentives underpinning them is the first step toward 
addressing them. 

The second step is to put in place measures that 
might plausibly help counteract them. This chapter 
has identified four sources of bad decision making 
on the part of development professionals: complexity, 
confirmation bias, sunk cost bias, and the influence 
of context on judgment and decision making. Each of 
these can be addressed, at least in part, through organi-
zational measures. 

As this Report has shown, because the determinants 
of behavior are often subtle and hard to detect, better 
means of detection, starting with asking the right ques-
tions, are needed (see chapter 11). This would suggest a 
more prominent place for investing more extensively 
in analyses of local social and political economies (to 
better understand the nature of changing contextual 
idiosyncrasies). 

themselves use a product (“eat the dog food”) to work 
out the kinks before releasing it to the marketplace. The 
approach turns on the belief that the product (whether 
dog food, an iPad, or an electronic toothbrush) should 
be good enough and user-friendly enough for everyone 
in the company to operate or consume before they 
expect customers to do so. The key idea driving the 
dogfooding process is that while a product’s designers 
are often blind to how user-friendly the product is, 
other employees—although not exactly typical users—
at least bring fresh eyes to the product and are therefore 
more easily able to spot trouble points, nonintuitive 
steps, and other impediments. It is very easy to assume 
that your client is just like you; dogfooding helps bring 
implicit (and often flawed) assumptions to the surface, 
to check them against the facts, discover unexpected 
uses, and identify opportunities for redesigns that bet-
ter serve everyday customers’ needs. Dogfooding forces 
developers to reconcile their general, abstract knowl-
edge with local or “situational” practical knowledge and 
thus raises the odds of generating a successful product. 
This approach is related to the importance of piloting 
and testing before wide-scale implementation, ideally 
with the designers themselves or with a subset of the 
users to ensure that the product (policy) has maximized 
effectiveness and efficiency. Chapter 11 discusses this 
process of piloting and testing in more detail. 

Some activities analogous to dogfooding already 
exist in the public sector.3 Governments can use “green 
public purchasing” as a means of testing environmen-
tal policies and greener products. By experimenting 
with policies and products within their own organi-
zations, governments might make more informed 
decisions about how regulations might affect broader 
public and private markets (see OECD 2003). When 
the Behavioural Insights Team in the United Kingdom 
initiated an effort to improve services at employment 
centers, team members went through the centers 
themselves to get a better sense of the user expe-
rience. Sometimes, however, it is necessary for an 
organization to go directly to its customers or users to 
understand how they will behave in certain situations. 
In such cases, well-structured focus groups can be a 
useful research tool for giving planners access to the 
experiential worlds they do not otherwise encounter. 
They allow policy makers and designers to see the 
mental models of other people in action so that they 
can better understand their preferences, attitudes, 
expectations, and abilities—in the process generating 
useful insights at reasonable cost. Bringing “experts” 
into direct contact with “users” enables both parties 
to gain practical knowledge of how and why the other 
group behaves in the way it does.

While the goal of development is to end 
poverty, development professionals 
are not always good at predicting how 
poverty shapes mindsets.
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In the case of confirmation bias, it is crucial to 
expose individuals to social contexts in which indi-
viduals disagree with each other’s views but share a 
common interest in identifying the best policies and 
programs.  This can be done through red teaming major 
decisions: that is, subjecting the key assumptions and 
arguments underlying policies to a critical and adver-
sarial process. Other approaches take the form of  
double-blind peer review and more intense engage-
ment with the scholarly community. 

For sunk cost bias, the key is to change the interpre-
tation of a canceled program or project. This involves 
recognizing that “failure” is sometimes unavoidable 
in development and encouraging individuals to learn, 
rather than hide, from it. Indeed, it is often unclear 
whether apparent futility is really a product of a funda-
mentally flawed strategy that no manner of persistence 
or tinkering can fix (and thus should be abandoned) or 
a product of a strategy that is otherwise fundamentally 
sound confronting a deeply ingrained problem—like 
dowry systems or child marriage—that requires cour-
age and commitment for success even to be possible. 
Crucially, development professionals need to recognize 
that even failures are opportunities to learn and adapt. 
The more failures are treated as somewhat expected 
and as opportunities to learn, the easier it can be to let 
go of a failing project.

Finally, this chapter has also shown how giving 
inadequate attention to context can bias key decisions. 
The decision-making processes, languages, norms, and 
mental models of development professionals, whether 
foreign or domestic, differ from those of their clients 
and counterparts. To address these differences, devel-
opment professionals can engage in more systematic 
efforts to understand the mindsets of those they are 
trying to help. For project and program design, devel-
opment professionals should “eat their own dog food”: 
that is, they should try to experience firsthand the pro-
grams and projects they design. 

If the prevalence and effects of these four errors—
and the many others discussed in preceding chapters—
are as important as this Report suggests, development 
organizations face the stark choice of “paying now or 
paying later”: they can choose to make considered, 
strategic investments in minimizing these errors up 
front, or they can choose to deal with all manner of 
legal, ethical, political, financial, and public relations 
disasters that may emerge after the fact. (Neglecting to 
choose is its own form of choice.) Good social science, 
hard-won experience, basic professional ethics, and 
everyday common sense suggest that “an ounce of pre-
vention” is a far preferable course of action for deliv-
ering on the World Bank’s core agenda and mandate. 

Notes
1. � The WDR team invited 4,797 World Bank staff (exclud-

ing consultants) from all sectors of the World Bank to 
participate in a survey designed to measure percep-
tions. The sample was representative of staff working 
in World Bank headquarters in Washington, D.C., and 
of country offices across the world. The final number 
of respondents was 1,850 staff (900 from headquarters 
and 950 from country offices, yielding a response rate 
of 38.6 percent), which is well above the 1,079 needed for 
representativeness. 

2. � The U.S. military (University of Foreign Military and 
Cultural Studies 2012) and the U.K. government (United 
Kingdom, Ministry of Defense 2013) both have guides to 
red teaming. IBM contracts out red teams as part of its 
consulting services—essentially to break into people’s 
information technology infrastructure. They brand 
them “tiger teams,” and the teams are seen as a model 
to be emulated. Grayman, Ostfeld, and Salomons (2006) 
describe using red teams to determine locations for 
water quality monitors in a water distribution system.

3. � Roman emperors allegedly used similar techniques to 
ensure the reliability of bridges: after a given bridge 
was completed, those involved in its construction were 
required to sleep under it for several days. This practice 
ensured that all involved had the strongest incentive to 
build infrastructure that actually functioned reliably, 
rather than merely looking impressive or being com-
pleted on time. 
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subsidy at the time fertilizer was applied (Duflo, Kre-
mer, and Robinson 2011). In Malawi, allowing farmers 
to direct some of their harvest profits into commit-
ment savings accounts, which held the money until 
the following planting season, increased investment 
back into crops and significantly increased the value 
of the subsequent harvest (Brune and others 2013).

Recognizing that individuals think automatically, 
think socially, and think with mental models expands 
the set of assumptions policy makers can use to analyze 
a given policy problem and suggests three main ways 
for improving the intervention cycle and development 
effectiveness. First, concentrating more on the defini-
tion and diagnosis of problems, and expending more 
cognitive and financial investments at that stage, can 
lead to better-designed interventions. For example, 
taking the time to figure out that application forms 
for financial aid for college might be the obstacle that 
depresses college attendance rates for low-income 
populations could lead to strategies that help students 
and their families fill out those applications—and could 
spare investments in an expensive and possibly ineffec-
tive information campaign (Bettinger and others 2012). 

Second, an experimental approach that incorporates 
testing during the implementation phase and tolerates 
failure can help identify cost-effective interventions 
(Glennerster and Takavarasha 2013; Duflo and Kremer 
2005). As many of the studies cited throughout this 
Report indicate, the process of delivering products 
matters as much as the product that is being delivered, 
and it can be difficult to predict what will matter in 
which context and for which population. For example, 
who could have predicted that weekly text-message 
reminders would improve adherence to a critical drug 
regimen for treating HIV/AIDS in Kenya better than 

Behind every policy lie assumptions about why peo-
ple behave the way they do. A policy that subsidizes 
fertilizer, for example, assumes that farmers find the 
price too high; that they can easily learn about price 
reductions once a subsidy is enacted; that they would 
benefit from using fertilizer and are aware of those 
benefits; that they are willing to invest some of their 
own money today and accept the associated risk to get 
payoffs at the end of the farming cycle; and that they 
have time to go purchase the product. But assumptions 
may often be incorrect, and solutions based on the 
wrong assumptions can lead to ineffective policies. 

For instance, as chapter 7 showed, farmers might 
find it difficult to translate their intentions to invest in 
fertilizer into concrete action at the time they need to 
purchase the fertilizer. The divide between intentions 
and actions may arise from the fact that farmers have 
cash in hand after harvest but do not need fertilizer 
until a few months later during the planting season. In 
Kenya, allowing farmers to prepay for fertilizer during 
the harvest and get it delivered during the next plant-
ing season proved as effective as offering a 50 percent 

Concentrating more on the definition and 
diagnosis of problems, and expending 
more cognitive and financial resources at 
that stage, can lead to better-designed 
interventions.

Adaptive design,  
adaptive interventionsC
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daily reminders (Pop-Eleches and others 2011) (see 
chapter 8). An experiment was required to learn that 
financial incentives were not effective in motivating 
the distributors of female condoms in Zambia (Ashraf, 
Bandiera, and Jack, forthcoming) (see chapter 7). 

Third, since development practitioners themselves 
face cognitive constraints, abide by social norms, and 
use mental models in their work, development organi-
zations may need to change their incentive structures, 
budget processes, and institutional culture to promote 
better diagnosis and experimentation so that evidence 
can feed back into midcourse adaptations and future 
intervention designs. Development practitioners must 
often act quickly and may thus feel compelled to skip 
a careful diagnosis and immediately apply “best prac-
tice.” Indeed, the intervention cycle typically allows 
neither the time nor the space to collect the data and 
perform the analysis needed to identify the problem 
properly, diagnose its determinants, and assess the 
fit between program and context or to make needed 
midcourse changes. As spotlight 3 and chapter 10 
demonstrate, the mindsets of development practition-
ers can also differ substantially from those that prevail 
among low-income populations for whom they may be 
designing programs. Because development practition-
ers often have preconceived notions about a problem 
and its potential solutions, they may believe that they 

know what should be done without having made their 
assumptions explicit and without having diagnosed 
the actual problem and its causes. While many devel-
opment practitioners would agree that they often do 
not know what will work in a given context, their orga-
nizational environment may not allow them to admit 
as much (Pritchett, Samji, and Hammer 2013). 

Delving deeper into the subject may lead to a better 
understanding of the underlying causes of an observed 
behavior and to identifying ways to intervene effec-
tively. In a complex and iterative process (figure 11.1), 
problems may need to be redefined and rediagnosed, 
and multiple interventions may need to be piloted 
simultaneously—some of which will fail—before an 
effective intervention can be designed.

This chapter builds on the work by Datta and Mul-
lainathan (2014), who discuss how to design develop-
ment programs and policies in ways that are cognizant 
of and informed by the insights from the behavioral 
sciences, an approach that has been applied to design 
interventions for low-income populations across the 
United States (CFED and ideas42 2013). 

To see how diagnoses and program design can 
evolve in the process of finding a solution to a chal-
lenge, consider the problem of ensuring access to clean 
water in rural Kenya and a series of field experiments 
that tested the effectiveness of different methods of 

Figure 11.1 Understanding behavior and identifying effective interventions are complex and iterative 
processes

In an approach that incorporates the psychological and social aspects of decision making, the intervention cycle looks different. The resources 
devoted to definition and diagnosis, as well as to design, are greater. The implementation period tests several interventions, each based on different 
assumptions about choice and behavior. One of the interventions is adapted and fed into a new round of definition, diagnosis, design, implementation, 
and testing. The process of refinement continues after the intervention is scaled up.
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the type of environmental or institutional setting (low- 
or high-income, low- or high-capacity). 

This chapter discusses the components of the more 
complex and more iterative intervention cycle pro-
posed in figure 11.1: (1) diagnosing and rediagnosing 
psychological and social obstacles; (2) designing an 
intervention; (3) experimenting during implementa-
tion; and (4) learning from these previous steps and 
adapting future interventions accordingly. 

Diagnosing psychological and 
social obstacles
While it goes without saying that identifying prob-
lems or obstacles must precede the design of solutions, 
there is less clarity on just how one should go about 
this process of diagnosis. Measuring an individual’s 
lack of material resources or information, for example, 
is relatively straightforward, and countless household 
surveys provide data on these sorts of obstacles. In 
contrast, identifying the presence of psychological 
biases, cognitive burdens, social norms, and mental 
models may require more in-depth investigations. 

Thick description, for example, and other forms of 
ethnography (spotlight 4) can be used to understand 
decision-making contexts. In traditional anthropology, 
ethnographic fieldwork consists of extensive partic-
ipant observations, interviews, and surveys. More  
problem-driven forms of the ethnographic approach 
can be used to help development practitioners refine 
their hypotheses about what drives specific behaviors, 
as well as to monitor newly emerging behaviors. In 
Denmark, for example, a ban on indoor smoking shifted 
smokers to the areas just outside the doors of buildings. 
This posed a problem for Copenhagen Airport, since the 
secondhand smoke could easily find its way back into 
the building through doors and air vents. Simply creat-
ing a no-smoking zone around entrances did not help. 
Careful “fieldwork,” however, in which the habits of 
those smoking at the airport were closely observed and 
mapped, was instrumental in finding solutions that 
cut smoking near entrances by more than 50 percent. 
Since smokers tended to come from inside the building 
and reach for their cigarettes as they were exiting the 
building, stickers with an icon of a lit cigarette and the 
distance to the smoking zone were placed on the floors 
right before the doors. Benches and trash cans, which 
tended to attract smokers, were placed farther from 
airport entrances in zones especially designated for 
smoking (iNudgeyou 2014). Along with “thick descrip-
tion” like this, another useful way to characterize  
decision-making contexts is the “Reality Check” (box 11.1). 

More quantitative methods, such as surveys, can 
also be informative at this stage of the intervention 

averting the incidence of diarrhea among children 
(Ahuja, Kremer, and Zwane 2010). Lack of access to 
clean water was diagnosed as a problem, and thus an 
early intervention aimed to improve infrastructure at 
households’ water sources, naturally occurring springs, 
which were susceptible to contamination from the sur-
rounding environment. In particular, the springs were 
covered with concrete so that water flowed from a pipe 
rather than seeping from the ground. While this con-
siderably improved water quality at the source, it had 
only moderate effects on water quality in households 
because the water could easily be recontaminated dur-
ing transport or storage (Kremer and others 2011). 

Thus the problem was not simply access to clean 
water; instead, it could be redefined as a problem of 
inadequate water treatment within the home. Another 
iteration of experiments demonstrated that providing 
free home delivery of chlorine or discount coupons 
that could be redeemed in local shops elicited very 
high take-up of the water treatment product at first but 
ultimately failed to generate sustained results. People 
needed to remember to chlorinate their water when 
they returned home from the water source, and they 
needed to continue to go to the store to purchase the 
product. 

These results in turn suggested yet another diag-
nosis of the problem: households found it difficult 
to sustain the use of water treatment over time. This 
insight led to the design of free chlorine dispensers 
next to the water source, which made water treatment 
salient (the dispenser served as a reminder just when 
people were thinking about water) and convenient 
(there was no need to make a trip to the store, and the 
necessary agitation and wait time for the chlorine to 
work automatically occurred during the walk home).  
It also made water treatment a public act. This proved 
to be the most cost-effective method for increasing 
water treatment and averting the incidence of diarrhea 
(Abdul Latif Jameel Poverty Action Lab 2012). 

As this example and other chapters demonstrate, 
context matters in particular ways. Seemingly small 
details of design and implementation of policies and 
programs can have disproportionate effects on indi-
vidual choices and actions. Similar challenges can have 
different underlying causes. An approach that works 
in one country may not necessarily work in another. 
Indeed, evidence on the policy implications of a psy-
chological and social perspective on development chal-
lenges is just now coming into view. 

This Report does not advocate specific interven-
tions. Instead, it argues for the need to change the pro-
cess of arriving at solutions, regardless of the nature of 
the problem (acute, chronic, last mile, and so forth) or 
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The everyday experiences, awareness, and aspirations of people living in poverty 
are often unmeasured and may in fact be dynamic. This challenges development 
professionals to keep in touch and up to date. An immersion program called the 
Reality Check approach has been used by donors, governments, and nongovern-
mental organizations (NGOs) to understand how poor people make decisions. 
Social science researchers live for several days and nights with a poor family, not 
as an important visitor but as an ordinary person, aiming to observe and build 
relationships, trust, and respect. This qualitative approach has uncovered impor-
tant findings that might have been missed with more quantitative surveys. For 
example, in Bangladesh and Nepal, government health providers felt pressured 
every day to provide free medicine to people who they knew were not ill but who 
were selling it to others or who wanted it for their livestock. In northern Ghana, 
researchers learned that at certain times of year, the heat made it unreasonable 
to expect people to get inside a mosquito net. 

who would use the product only if she saw someone in 
her peer group using it. 

Table 11.2 presents a list of designs and related inter-
ventions that have been experimentally evaluated to 
identify effective interventions across a wide class of 
problems (Richburg-Hayes and others 2014). In light  
of this growing body of work, it has been argued  
that a science of design is emerging in which the 

cycle. A number of measurement techniques can 
help reduce courtesy bias (where respondents provide 
answers they think the questioner wants to hear) 
and measure psychological patterns that respondents 
themselves may not be aware of (box 11.2). 

Finally, there may be nothing as illuminating as the 
technique of dogfooding, discussed in chapter 10. In this 
practice, company employees themselves use a prod-
uct they have designed to work out its kinks before 
releasing it to the marketplace. Policy designers could 
try to sign up for their own programs or access exist-
ing services to diagnose problems firsthand. 

Designing an intervention
Once key obstacles have been identified, the task 
becomes designing an intervention that incorporates 
these insights. Sometimes the diagnosis phase of an 
intervention may reveal multiple obstacles but not 
their relative importance, and each of these would 
imply different designs for tackling the larger prob-
lem at hand. 

Consider again the example of home water chlori-
nation. Table 11.1 lists a number of different obstacles 
that could interfere with home water treatment and 
the corresponding interventions that could overcome 
them. An intervention designed for someone who 
knows the benefits of chlorine and can afford to pur-
chase it but simply forgets to would look somewhat 
different from an intervention designed for someone 

Source: www.reality-check-approach.com.

Box 11.1 Taking the perspective of program beneficiaries 
through the Reality Check approach

Box 11.2 Measurement techniques that can help uncover psychological and social obstacles

Techniques for eliciting sensitive information
• �Introduce personal distance. Sometimes, answers are best elicited 

through questions that are asked indirectly. For instance, rather than 
asking an official whether he has ever accepted a bribe, the researcher 
can ask whether a person in his position typically accepts bribes. 
Eliciting information through vignettes or hypothetical situations 
about fictional people allows respondents to think about a situation in 
a way that is more emotionally removed from their personal concerns 
but that tends to reveal social expectations.

• �Allow a cover of randomness. For instance, when asked a sensitive 
question that should have a yes/no answer, a respondent can be asked 
to privately flip a coin and say yes if it comes up heads or answer truth-
fully if it comes up tails. This can allow the person to answer truthfully 
and still allow the researcher to learn about the share of the population 
that engages in a potentially shameful behavior, even if she would not 
know about the behavior of any given individual. List experiments 
(Blair and Imai 2012; Droitcour and others 2011; Holbrook and Krosnick 
2009; Karlan and Zinman 2012) are another method for measuring the 
share of a population that engages in a taboo behavior or holds an 
opinion that may not be freely admitted. Respondents are randomly 

assigned one of two questions and asked to report the number of 
items that they agree with or that apply to them. The lists differ solely 
in the presence of the sensitive item or topic. 

Measuring attitudes and social norms
• �Implicit association tests. These tests measure automatic associa

tions between concepts (such as the home or a career) and attrib-
utes (male and female) (Greenwald, McGhee, and Schwartz 1998; 
Banaji 2001; Beaman and others 2009; Banaji and Greenwald 2013). 
They are easy to administer and can be adapted for nonliterate 
populations. Demonstration tests can be found at www.implicit 
.harvard.edu. 

• �Identifying social norms. Survey questions in household surveys or 
ethnographic work can uncover perceptions about expected and 
prescribed behaviors. For example, questions like “Out of 10 of your 
neighbors, how many exclusively breastfeed their children?” can help 
reveal what people expect others to be doing. Questions like “If you 
decided to exclusively breastfeed your child, would you worry about 
anyone disapproving?” can help reveal the relevant network to which 
the social norm applies. 
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domly divided into five groups that received a visit 
from a community health worker at different inter-
vals after the distribution of the nets (1–3 days, 5–7 
days, 10–12 days, 15–17 days, and six weeks later). Self- 
installation and retention rates were then compared 
across the five groups. These household visits revealed 
that bed nets were hung by recipients within the first 
10 days; that nets that were not hung after 10 days 
were unlikely to be hung at all; and that retention was 
stable for the two months or so following distribution. 
These results provided the government a clear path to 
designing an optimal visit frequency, and it crafted 
guidelines specifying the optimal time to visit house-
holds and hang up the remaining bed nets as 10 days 
after distribution.

Mechanism experiments are another useful technique 
for narrowing down candidate policies for experi-
mentation. Consider how such an experiment could 
be used to design a strategy for tackling the problem 
of obesity in low-income neighborhoods (Ludwig, 
Kling, and Mullainathan 2011). Suppose that policy 
makers were concerned about “food deserts”: that 
is, neighborhoods where there is plenty of food but 
none of it is healthy. One possible policy option would 
be to experiment with offering incentives for green 

psychological and social sciences can play a key role 
(Datta and Mullainathan 2014). 

Many of the quantitative and qualitative methods 
useful for diagnosing obstacles can also assist in the 
design phase—particularly in narrowing down options 
that could be tested at a larger scale. Two experiences 
from Zambia demonstrate this approach. A “mama 
kit” is a package provided to an expectant mother that 
contains all the materials she would need to ensure 
the clean and safe delivery of her child. The kits are 
typically used to encourage delivery in a health facility. 
Semi-structured interviews with women and a survey 
of local wholesale prices helped determine the kit 
contents that mothers would find desirable and that 
would be feasible to provide. This up-front qualitative 
work to optimize the content of the mama kit paid off. 
Ultimately, a randomized controlled trial found that 
the mama kits increased facility delivery rates by 44 
percent (IDinsight 2014a). 

Similarly, the Zambian government quickly exper-
imented with different frequencies for household 
visits by community health workers to ensure that 
subsidized antimalarial bed nets were actually being 
used (IDinsight 2014b). Households that received bed 
nets through fixed-point distribution sites were ran-

Source: WDR 2015 team.

Table 11.1. Different obstacles may require different intervention design (Case study: increasing home 
water chlorination)

Design of intervention

Free bottles 
delivered at 

home

Discount coupon 
redeemable at  

local shop
Detailed 

instructions
Improved 
storage

Persuasion 
messages

Using promoters 
from social 

network

Chlorine dispenser 
at point of 
collection

Potential obstacles

People do not understand 
how to use chlorine.

Procrastination may cause 
individuals to postpone 
visits to the store where the 
chlorine is sold.

People are not motivated 
to use chlorine because the 
effect on health is delayed.

People forget to chlorinate 
the water.

People are affected by what 
others in the community do.

Product may be too 
expensive.

Some people are not 
convinced about the 
importance of clean water.
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Table 11.2 Experimental evidence is accumulating on the effectiveness of many psychologically and 
socially informed designs

Source: Richburg-Hayes and others 2014.

Note: The eight domains covered were charitable giving, consumer finance, energy and the environment, health, marketing, nutrition, voting, and workplace productivity. 

Type Strength of the evidence Examples

Reminders 73 papers, appearing in 6 domains A regular text-message reminder to save money increased savings balances by 6 percent (Karlan 
and others 2010).

Social influence 69 papers, appearing in all 8 domains Homeowners received mailers that compared their electricity consumption with that of neighbors 
and rated their household as great, good, or below average. This led to a reduction in power 
consumption equivalent to what would have happened if energy prices had been raised 11–20 
percent (Allcott 2011).

Feedback 60 papers, appearing in 5 domains A field experiment provided individualized feedback about participation in a curbside recycling 
program. Households that were receiving feedback increased their participation by 7 percentage 
points, while participation among the control group members did not increase at all (Schultz 1999).

Channel and hassle  
factors

43 papers, appearing in 8 domains Providing personalized assistance in completing the Free Application for Federal Student Aid 
(FAFSA) led to a 29 percent increase in two consecutive years of college enrollment among high 
school seniors in the program group of a randomized controlled trial, relative to the control group 
(Bettinger and others 2012).

Micro-incentives 41 papers, appearing in 5 domains Small incentives to read books can have a stronger effect on grades than incentives to get high 
grades (Fryer Jr. 2010).

Identity cues and  
identity priming

31 papers, appearing in 5 domains When a picture of a woman appeared on a math test, female students were reminded to recall 
their gender and performed worse on the test (Shih, Pittinsky, and Ambady 1999).

Social proof 26 papers, appearing in 5 domains Phone calls to voters with a “high turnout” message—emphasizing how many people were voting 
and that the number was likely to increase—were more effective at increasing voter turnout than a 
“low turnout” message, which emphasized that election turnout was low last time and likely to be 
lower this time (Gerber and Rogers 2009).

Physical environment  
cues

25 papers, appearing in 5 domains Individuals poured and consumed more juice when using short, wide glasses than when using 
tall, slender glasses. Cafeterias can increase fruit consumption by increasing the visibility of the 
fruit with more prominent displays or by making fruit easier to reach than unhealthful alternatives 
(Wansink and van Ittersum 2003).

Anchoring 24 papers, appearing in 3 domains In New York City, credit card systems in taxis automatically suggested a 30, 25, or 20 percent 
tip. This caused passengers to think of 20 percent as the low tip—even though it was double the 
previous average. Since the installation of the credit card systems, average tips have risen to 22 
percent (Grynbaum 2009).

Default rules and  
automation

18 papers, appearing in 7 domains Automatically enrolling people in savings plans dramatically increased participation and retention 
(Thaler and Benartzi 2004).

Loss aversion 12 papers, appearing in 7 domains In a randomized controlled experiment, half the sample received a free mug and half did not. 
The groups were then given the option of selling the mug or buying a mug, respectively, if a 
determined price was acceptable to them. Those who had received a free mug were willing to sell 
only at a price that was twice the amount the potential buyers were willing to pay (Kahneman, 
Knetsch, and Thaler 1990).

Public/private  
commitments

11 papers, appearing in 4 domains When people promised to perform a task, they often completed it. People imagine themselves 
to be consistent and will go to lengths to keep up this appearance in public and private (Bryan, 
Karlan, and Nelson 2010).

consume any of the free produce, it is worth asking if 
they would take a more active step and purchase fruits 
and vegetables at a local store, even if the prices were 
heavily subsidized. If people did consume the produce 
but did not lose weight, then policy makers should 
perhaps not focus on the problem of food deserts as 
a priority in solving the problem of obesity in low- 
income neighborhoods. 

grocers to locate in these areas. However, this would 
be an extremely costly intervention. An alternative 
experimental design would involve sampling low- 
income families and randomly selecting some of them 
to receive free weekly home delivery of fresh fruits and 
vegetables. This would be a much cheaper experiment 
and would provide valuable information before trying 
a more expensive variant. If, for example, people do not 
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A first set of field experiments in Kenya showed that 
investment in fertilizer is surprisingly low despite high 
returns (Duflo, Kremer, and Robinson 2007, 2008, 2011). 
Diagnosis suggested that several factors, some psycho-
logical and social and some market related, could help 
explain this puzzle: credit constraints, information 
constraints, absent-mindedness, and intention-action 
divides. A second set of experiments tested these 
proposed theories by implementing several different 
interventions simultaneously and found that inter-
ventions that provided a way for farmers to commit to 
fertilizer purchases (by paying for them when they had 
cash on hand) were the most successful. Similar com-
mitment products were tested in Malawi with tobacco 
producers with large positive effects (Brune and others 
2013). The findings were then taken to scale and evalu-
ated by the World Bank in Rwanda in the context of a 
government intervention with a typical population of 
subsistence farmers (Kondylis, Jones, and Stein 2013).

As these examples show, a more adaptive, empir-
ically agile approach to the intervention cycle can 
help identify effective ways to improve development 
outcomes. Has anyone succeeded in systematically 
implementing this more psychological and socially 
informed and experimental approach at a scale beyond 
field experiments with NGOs? The Behavioural 
Insights Team in the United Kingdom has dedicated 
itself to bringing psychological and social insights 
into government policy and service delivery and tests 
policy alternatives through experimentation (Haynes, 
Goldacre, and Torgerson 2012 ) (box 11.3).

Experimenting during 
implementation
Sometimes practitioners might not have the luxury of 
time for all the possible qualitative and quantitative 
work before implementation. Immediate action may be 
required. In such cases, it will still be important to embed 
experimentation during the implementation phase. 
Experimentation during the implementation process 
can still test psychological and social predictions and 
optimize impact within a particular intervention cycle. 
Moreover, while using evidence from elsewhere may be 
very useful at the preparation stage, it will not replace 
generating and using evidence from within the very 
policy intervention as it is being carried out.

One way to test the importance of implementation 
details, for example, would be to experiment with dif-
ferent modes of implementation. In 2009, the Kenyan 
government announced a nationwide contract teacher 
program that would eventually employ 18,000 teach-
ers. In the pilot area, some schools were randomly 
chosen to receive contract teachers as part of the 
government program, while others received a contract 
teacher under the coordination of a local NGO. The 
evaluation showed how the implementation by the 
NGO improved students’ test scores across diverse 
contexts, while government implementation had no 
effect at all (Bold and others 2013).

The series of experiments on commitment devices 
for farmers discussed earlier also illustrates how 
experimental implementation can be used iteratively 
to learn how to adapt policies before scaling them up. 

Box 11.3 Using psychological and social insights and active experimentation in the United Kingdom

The Behavioural Insights Team (BIT, also known as the “Nudge Unit”) 
was created in 2010 with the objective of applying insights from aca-
demic research in behavioral economics and psychology to public policy 
and services. It was created at a time of economic and financial crisis 
and resource scarcity, when psychological and socially informed inter-
ventions seemed a viable alternative to legislation. 

BIT uses a four-part methodology to identify what works and 
can be scaled up and what does not: (1) define the desired outcome;  
(2) use ethnography to understand better how individuals experience 
the service or situation in question; (3) build new interventions to 
improve outcomes; and (4) test and try out the interventions, often using 
randomized controlled trials.

The unit tried to harness the power of social norms to encourage 
timely tax payments. They tested various messages in letters sent to 
taxpayers, which either invoked no social norm or contained messages 
like “9 out of 10 people in [Britain/your postcode/your town] pay their 

tax on time.” Citing social norms that referred to others in the tax- 
payer’s own town led to a 15 percentage point increase in the fraction of 
taxpayers responding with payment in the following three months (BIT 
2012). 

In another experiment, team members from BIT embedded them-
selves in an unemployment center to see what obstacles the unemployed 
faced in moving off unemployment benefits and into a job. They identi-
fied a cumbersome process that involved considerable paperwork and 
that failed to motivate job seekers. They then designed a pilot program 
that asked job seekers to make commitments for future job search activi-
ties (as opposed to reporting on past activities) and to identify their per-
sonal strengths. These changes increased transitions away from benefits 
by nearly 20 percent (Bennhold 2013). 

Until January 2014, BIT was funded by the public. It is now a company 
owned by its employees, the U.K. government, and Nesta (the leading 
innovation charity in the United Kindgom).
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The findings in this Report bring another very large 
and complex source of uncertainty to development 
projects: the role of psychological and social factors in 
the decision making and behavior of end users, imple-
menters, and development practitioners themselves. 

This uncertainty is not insurmountable for develop-
ment practice. Indeed, one purpose of this Report has 
been to synthesize some of the most compelling scien-
tific research on the topic. It is hoped that this Report 
can inspire development practitioners who are ready 
to take up the challenge.
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All people—rich and poor alike—sometimes make 
choices that do not promote their own well-being. 
Although mistakes can arise even after careful delib-
eration, people are especially prone to make choices 
that do not reflect their long-term interests when they 
think automatically. Automatic thinking means not 
bringing to bear full knowledge about the dimensions 
and consequences of choices. People may also get 
stuck in habits, succumb to inertia, and repeatedly pro-
crastinate despite intentions to do otherwise. Mental 
models filter the information that people receive and 
pay attention to and shape their interpretations. Social 
pressures and social norms can function like taxes or 
subsidies on behavior, making some choices easier 
and others harder (Sunstein 1996); when internalized, 
social norms shape cognitions, emotions, and even 
physiological reactions. 

Using psychological and social insights 
to promote freedom and well-being
This Report provides evidence that these phenom-
ena are widespread and significantly affect choices, 
behaviors, well-being, and important development 
outcomes. What should development actors—whether 
development professionals, nongovernmental organi-
zations, governments, or international agencies—do 
with this knowledge? There are three compelling rea-
sons to use this knowledge to promote both freedom 
and well-being. 

First, doing so helps people obtain their own goals. 
Reminders to save money or take medicine help 
people who are otherwise caught up in life achieve 
objectives that they themselves have set. Commitment 
contracts, which markets underprovide, can reinforce 
decisions to adopt beneficial behaviors. Matching the 
timing of social transfers to the timing of charges for 
school enrollment, or making it easier to buy fertilizer 
at harvest time when cash is at hand, helps overcome 
intention-to-action divides for people who may be 
forgetful or possess insufficient willpower (that is to 
say, all of us). Many development policies that operate 
at the boundary of economics and psychology can be 
understood in these terms. John Stuart Mill, the great 
champion of personal liberty, acknowledged a legiti-
mate role for government in providing both protection 
and information. He put it this way: 

[It] is a proper office of public authority to guard 
against accidents. If either a public officer or 

anyone else saw a person attempting to cross a 
bridge which has been ascertained to be unsafe, 
and there were no time to warn him of his dan-
ger, they might seize him and turn him back, 
without any real infringement of his liberty; for 
liberty consists in doing what one desires, and he 
does not desire to fall into the river. (Mill 1859, 95) 

Just as that man did not desire to fall into the river, 
most of us do not want to be forgetful, to procrastinate, 
or to miss out on important opportunities. 

Second, because decision making is often based on 
only the most accessible and salient information and is 
also influenced by subtle social pressures and received 
mental models, individuals’ preferences and immedi-
ate aims do not always advance their own interests. 
Individuals might choose differently, in ways more 
consistent with their highest aspirations, if they had 
more time and scope for reflection. The assumption 
that individuals always make choices that promote 
their own interests—often a fundamental benchmark 
for policy analysis—is misguided. But if decision mak-
ers do at times require assistance, what guidelines 
are to be used for the policy interventions aimed at 
shaping choice? Development actors should focus on 
the most important freedoms. In the development 
context, these include freedom from poverty, disease, 
and oppression. 

Although older accounts described liberty, as Mill 
does above, as “doing what one desires,” and argued 
that the only legitimate limitations on desire involve 
interpersonal harm, more contemporary accounts 
distinguish between desires of greater and lesser sig-
nificance. The freedoms to express one’s thoughts and 
feelings in speech and to live a long and healthy life 
are highly valued. By contrast, the “freedom” to forget 
to sign up for a savings plan is less important. Most of 
us do not prize the freedom to purchase a genuinely 
dangerous medicine from a pharmacy and prefer that 
government place at least some limits on the kinds of 
medicine we can buy. 

The philosopher Charles Taylor (1985) compares 
two countries. One has limited freedom of conscience. 
The other ensures freedom of conscience but has 
many, many more traffic lights. The country with all 
the traffic lights, in sheer quantitative terms, restricts 
many more choices, but most would agree that people 
live more freely in it. The example demonstrates that 
it matters which choices are constrained and which are 
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encouraged; and most people agree that when govern-
ments shape crucial choices, such as those involving 
the escape from poverty, they are casting development 
as a kind of freedom (Sen 1999) and making a trade-off 
that is appropriate. 

Third, socially reinforced practices can block choices 
that enhance agency and promote well-being and 
prevent individuals from even conceiving of certain 
courses of action, as when discrimination and inequal-
ity sometimes lead people, understandably, to adopt 
low aspirations. This Report argues that social interde-
pendence and shared mental models affect significant 
choices, sometimes creating traps for communities and 
individuals, such as low trust, ethnic prejudice, and gen-
der discrimination. The social practice of female genital 
cutting is one example; tax compliance, corruption, road 
safety, outdoor defecation, and environmental conser-
vation also hinge on interdependent choice. These are 
situations in which public action targeting shared men-
tal models, social norms, and other collective goods, 
both physical and symbolic, may change outcomes in 
ways that make some better off but others worse off. 
In these situations, government action on behalf of 
agency can be justified, as well. Although development 
actors have legitimate differences concerning some of 
these issues and place different weights on individual 
freedoms and collective goals, widely shared and rati-
fied human rights constitute a guiding principle for 
addressing these trade-offs. 

An additional justification for 
government action
The standard justifications for government action 
in market economies are monopolies, externalities, 
public goods, asymmetric information, redistribution, 
and macroeconomic stabilization. This Report adds 
another. Governments should act when inadequate 
engagement, situational framing, and social practices 
undermine agency and create or perpetuate poverty. 
As noted, these efforts should themselves be guided by 
a healthy respect for individual dignity and welfare—
for the freedom of individuals to articulate and imple-
ment their own vision of a good life and for a respect 
for human rights. 

In this approach, the identification of market fail-
ures remains a useful criterion for public action in mar-
kets in which one can reasonably assume that behavior 
is indicative of individual preferences. However, one 
cannot assume that this is always or even mostly the 
case, particularly in nonmarket settings. Policy makers 
themselves, moreover, are subject to cognitive errors, 
including confirmation bias and the use of possibly 
inappropriate mental models (as discussed in chapter 
10). As a consequence, they should search for and rely 
on sound evidence that their interventions have their 
intended effects and allow the public to review and 
scrutinize their policies and interventions, especially 

those that aim to shape individual choice. Moreover, 
some of the recent findings reviewed in this Report 
warrant less government intervention, not more—
sometimes local social norms can resolve collective 
action problems more effectively than regulation and 
taxation can. 

In most instances, governments are only one 
among many players who seek to influence the choices 
that people make. Moneylenders and banks frame 
the complexity of the loans they offer. Firms tempt 
individuals with tasty but unhealthy foods and easy 
money. Elites of all types enforce informal rules and 
shape public opinion in ways that benefit themselves 
as a group. Any number of interested parties exploit 
people’s tendency to think automatically (Akerlof and 
Shiller, forthcoming). 

With these other forces at work, government should 
not play the role of a neutral referee. When it is widely 
understood that private actors can and should pursue 
their self-interest, private sector encroachment on 
agency is to be anticipated. It will be uncommon for the 
influences on decision making to be evenly balanced. In 
that context, governments that do not restrain or coun-
terbalance concerted efforts to influence choice, such 
as deceptive framing and misleading advertising, may 
be seen not only to permit but even to encourage them. 
John Stuart Mill was also receptive to government inter-
vention when third parties with vested interests, such 
as liquor houses, were the ones providing individuals 
with information because, as he put it, “sellers have a 
pecuniary interest in promoting excess.” Governmental 
inaction does not necessarily leave space for individual 
freedom; rather, government inaction may amount to 
an indifference to the loss of freedom.  
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