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10 - 11 How to
Implement a Data Science Model



This exercise will allow teams to have hands- on experience in machine learning. By allowing
teams to get a better understanding on how a data science model is implemented, they can better assess what can be integrated in their work.
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▶	People: 2 to 8 people
▶	Time: 45 Minutes
▶	Difficulty: Medium to Hard
▶	Virtual Materials: virtual meeting platform, shared document/writing space
▶	In Person materials: Flipcharts/noteboards, sticky notes, markers


Exercise

Part 1: Explore and Review
Machine Learning Hands-on Exercise (How to implement a data science model)

1 We have prepared a Jupyter Notebook to illustrate a simple machine learning classification model. How to setup Google Colab. Note what is a classification model from the following diagram.
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2 We are going to develop a simple churn model.
3 Because this is a binary classification model, we need to know the donor labels prior to modelling. In this case, we need to know who were active and who were not active donors. We trained this model based on past data.
4 Note the following

· Data preparation stage
· Sampling stage
· Exploratory data analysis stage
· Split of data to training and validation
· Training the model (Note the LightGBM Classification Model)
· Validation stage (Note which measure was used to validate the accuracy of the model)
· Analysis of the model

5 You may further read about this kind of Machine Learning modelling:

· https://youtu.be/8b1JEDvenQU
· https://www.youtube.com/watch?v=GM3CDQfQ4sw
· https://www.youtube.com/watch?v=4jRBRDbJemM

Part 2: Feedback
Ask people to reflect on the exercise and cite 1 or 2 observations or insights.

Extra credit

For further reading on the subject you can refer to the following links

1 https://unstats.un.org/unsd/undataforum/blog/KITE-an-abstraction- framework-for-reducing-complexity-in-ai-governance/
2 https://hyperight.com/social-justice-and-sustainability-by-leveraging- data-science-and-ai-interview-with-dr-mahendra-samarawickrama/

Credit

For developing the exercise Mahendra Smarawickrama and Paola Yela.
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